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- ABRSTRALT S
vl | /j?g{ . :
w “The problem of deciding when to apply gmdance corrections to the -
) perturbed trajectory of a spacecraft is treated from the dynamlc pro-
gramming point of view. It is assumed that the cbjective of the gu1d~
ance correction policy is to minimize the exyected value of the squared )
' error 4t the final time, subject to tae constraint that the total correction
capability expended be less than some speczﬁe,d value. It is shown that
a correction should be performed when a certain “switching function” -
-« passes through zero. Assummg that the oibit determination proc‘edure .
_ has been prespecified, and that the statistics of the correction. erxors -
are known, the switching funciion is found to depend upon the in-
stantaneous state of the system, which is composed of (1) the estimate
of the trajectory perturbation to be corrected, (2) the variance of the
error in this estimate, wnd- (3) the correction capability of the space-
craft. Equations for computing the. sw1tchmg function are derived,
and a numerical ex§mple is presented. A UT | HO ¢

I. INTRODUCTION

A spacccraft txaversmg a coast trajectory- toward some. to the orbit, and the determination of what fraction of ..
irget region in-space is guided-to its final destination - the predicted target erroris to be nulled by each correc- -

7 applying one or more small velocity impulse correc- . tion, is termed the guidance policy. 1t is the purpose of

ons (maneuvers) at certzin times along the path so asto . this report to develop a guidance policy thet will effec- -
ull’ the predicted target error. The prediction (estimate)  tively m. _miZe the probability of impacting the. tn!‘pt; o

" the target error is achieved by an orbit determination  region, subject to the constraint that the total

rocess; the required  corrections are computed using  expended in performing the eorrwtions is less than soms
near perturbation theory, and the impulse is delivered prespacxﬁed amount, . . - L

» & rocket.motor, which applies an acceleration to'the - | R i.3:~' 3.,;.
sicecraft for 2 velatively short period of time. The se- Doﬁnmg the guidme pnhcy is an tmy M i the
ction of times far performxng the velocity . eorzectwns -~ orbit s perfectly known, if the corfaction can be miade.
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zexfectly, md if theré is adequatp conrnnhon capabvhty ‘

xopeﬁan&) Otherwise the policy i¢ mot readily con-
structed, There are factors that t=nd t¢ cause a maneuver

© be miade early, such as the smaﬂex atnount of correc--

ioR capabuity reqmred to null a given target error; and

‘exé; are factors that tend to cause it io be made late,
uch as the need to process more data. to et a better
astszstﬂ of the orbit. The random errors grising in the

sxecution of the correction must be considered, since they
iffect the uncertainty in the knowledge of the orbit ™

yarameters, The problem, then,.is to develop a guidance
wlicy that will allot ‘the. given' correction capability in
tch-a way as to cause some penalty function to be
niinimized, “taking into account the uncertainty arisiag
tom or'mt determxnatmn and &xecuuon exrors.

;\'i’he theony ~oncermng the smgle—xmpulse correction is -

well known (Ref. 1) and was implemented in the success-
ul Maginer II fly-by mission to the planet Vemis (Ref. 2).

n' this case, a ‘suitable qmgle maneuver time is chosen

rom preflight studies of orbit determination and execu-
tion errox statistics, and .the correction capability to be
sarried: aboard the spacecraft is determined by mapping

Lie covariance matrzx of injection guxdance errors to the“
iélet‘ted maneuver pomt to cbtain the mvanance mate’x.

of veioclty-to-be-gamed componeats. The situation be-
somes much more complex when more thian one maneu-
ver is considered, for then the future guidance and
mckmg policy must be considered in performing a cor-

4

H
\

Y

* Ao wlealzad guidance problem s deﬁned, assuming that

series of velocity impulse correction: are to be applied

nthemwmofthaspamﬂtwhﬂa it is traveling in .

. straight ling toward impact on & massless plan.i. The
aqugﬁmndemihmgt‘morwdmnmm and guid.

rection at any given time, It becomes uecessaty, in gen-

“eral, to consider both the precent and future uncertainty
in the knowledge of the orbit and the errors in the ’

measurement devices being used to determine the orbiz.

The target error criterion and desired accuracy must be-

defined, as well as the bound on the total velocity cor-
rection-that can be applied. This important inquiry has

‘recently received comsiderable attention by treating it .

as 'n-optimization problem and has been attacked from
several different points of view by Battin, Breakwell,
S*ﬁebel and. Lawden (Ref. 3 through .8, respectively}.
The analysis presented here apprcac.hes the problem from

* the dynamic programming point of view (Ref 7), défining

an optimal policy as one which minimizes the mean

. squared target crror, subject to-constraints on the total
. correction capability that can be allotted. This schems

considers the time-varying estimate of theutrajectory
periurbatwn to be comrected and the variance of the
error ‘in this estimate, leading to a g.ndance policy that
is tra]ectory dependent

The nomenclature used is as follows: A b{)ld face

letter represetits a column vector; an asterisk indicates
an estimated quantity; the symbol E [—] indicates the -
“statistical expectation (average value) over all similar
experiments of the quantity in brackets; matrices are’

denoted by capital letters; and the supérscript T indicates

.a matrix or vector transpose. The word uncertainty will

be used synonymously with the word variance.

ll SUMMARY

it
PR

that the orbit detemunahon pollcy is prespeciﬁad ie v
the types of observed data to be gathered throughout the

entiré mission, and the times for making these ohserva- |
- tions, are known from preflight studies and do not depend

uponthequidamepohcy 'I‘!wstati:ﬁcsoftheexfxors
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The penalty function p to be ‘minimized {s defined ds.
the sum of the orbit determination uncertainty imme-

diately after the fina] correction (at the prespecifisd final .

time ¢,) plus the square of the uncorrectable error dye to
aepletmg the correction capabmty att, ie.,

"*,@;x. ,' K &)

where ﬂ; is the final orbit determination variance, and r
is the estimate of the target error immediately after the
correction at t;. Thé case t 540 occurs when there is not
sufficient’ correction capability at ¢, and.a-full correction
o the estimated envor cannot be made. It is shown that
minimizing the penalty function p can be interpreted as

being equivalent to. maximiizing the probn\bzhty of im- -

pacting the targét planet

A sequence of “decision times” # are: ‘defined along the
trajectory, where the possibility of performirg a correc-

tion is to be examined. At each time #; < ¢; the expected
value of p,asa fumctxon of the instantaneous state of the -

Jystem, is substituted for p in the optimization problem.
The state of the system x at any time ¢; is mnsxdered to
e coml,osed of . .

1, The minitsum variance estimate of the uncorrected -

target error m¥, which is obtained. from the orbit

-determination process by considering all data (in-

cluding, *'fze @ priori estimate) gathexed prior to t;.
2. The variance of the Prror in this estxmate.

3. The ameunt of valoc:ty correction capabxhty that
.+ can be allotted dunng the: remamder of the mission.

'he optimization problem is formulated from the dy»
1amic programming point of view, and it is shown that
at each time't; there should be either « total correction

Lo

\
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t

. of the esnmaf»& €r70T, O No correctxon at all From thxs

conclusion tix> optimal gutdance pohcy is mmlem&nted

as follows:
Fa

1. The expected value of p is calculated at t@, assummg
a total coirection at t; .xr'd t; ie,

, ¥ B BAAT LT Pl Iy
- ~—L?(’5}}, ,EL}?J\*/J; a7 V')j; ", (X

2. The quantity F | g, }]¢ is caleulate2 #2's1, which is -
 the expected value of p, assuming no cotrectxons
' ‘except at the final time #;. :

@

HE [p®]; ~ E [p)], = 0 make 1o cmecuon"
at £,; go on to the next decision-time tm, '

4. If the above inequality does not hold, the quantzty
- E [pialx)], is calculated at t;, which is the expected
value of p, assuming a total corraction at £;,, and #;,

. but none at ¢;. This computatmn is made possible at
t, by recognizing that the expected valie of the -

estimate of the target error m* at t;,, is the current
-~ estimate, i.e. T

'\,\ W N N -
‘ - . E [’th]{ // L o G})
- 5. The sthchmg function deimed by o o

1 8 =E {P(x)] - E [paﬂ(x)}s | ?}4) ‘

is formed. If 5; is-positive no action is taken; if it is
/negative or zero a full correction is ‘aplied at ;.

8. When the next decision-time is reach@d the process
- is reinitiated, this time with a new estimate of the -
efror m#,, based - upon the actioy taken at %, and "
Yie traekmg data rec/ezved dunng the intea val

The case of msuﬁicient correctmn capablity m aceau

. plish the mission and the case of a limites aimber of

corrections are discussed. Numerical results are prc-
sented, Tne extensnon to the more general case is discussed
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e m, DEscammN oF me IDEAUZED GUIDANCE vws&m
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The essential ideas of this ;iépo;rt are ‘develcped by

" considering the idealized one-dimensional problem de-

. seribed below. In part VIII the extension of the problem
“to fhe more general case is discussed.

. Tbe one-dzmensmnal problem is constructed by imag-
' ining that the spacécraft is moving in a zero-gravity field

" at known speed V toward a massless target, and the time-
. 'to-go to. closest appmach is known. A series of veloczty ‘

" impuilse corrections perpendncular to the direction’ of

“~motion can he accomplished at any or all of: the pre-

'spec:ﬁed decision times (ts, t, . . . t;), where 1, is the time

of begmnmg the problem and. #; is the final time. The -

ol e of. ﬂ)é\\*imdamae system is to impact the centez
“of the pla..ﬂt j\s/[
- squaxed o ér (Fig..1). If a correction is made at

) 1tw1\ \Z Fa , -

© : ) o T m¥\ ) !
o AN me= ---»’*"’"‘), SRR R
\9 \-\ N ‘ ‘n .

” hete X W

b /?)1* is the\ﬂshmate of the target error at.f;, obtamed
fmm the or\‘::t detemxmatlon Process.. : ~

7y is the t:me-to»go to closest approach at t; thus r; =

tclcuat Lpprn&rh - t

d; is the decxsxon variable, which’ determmes the fraction
-of the estimate to be nulled at ¢; (0 <'d; < 1).
- Between aay two decision times (¢,,%:,1) the minimum
variance estimate of the target error am? is obtained
from the orbit determination process in that luterval. The
~ variapce of the error in that estimate is v;. If m¥ was the
_ previously cbtained minimina variance estimate at ¥,
’with vm'mnce o, the combined estimate at ¢, is ‘
. m¥ [a;‘ + y“} -1 [u“‘ m?¥ + ! Am*] {6)

o

- n " f STAR

5 ’ 3\\
: - 1. bssenvr DATA,
. CORRECTION 1{ o
ACTUAL mazcrom - v

[y e v s e o s e S 2 S e - «-fu-\—--v—-h-'
o ~_

——— Fﬁﬂ"!ﬁ‘iﬁ."_!ﬁ.“ﬂ‘-"’i._ _____

CREER A o i\ - TARGET
. M__‘_?L_‘_‘»»p_gma Tmaecmm . _ﬂ@m‘mn

lpsely ‘as possible, ie., to minimize e

where

N

The variance o_f the combined estimgtte is

B

a7y
1
Gior {“i« + 7; Lo )

At time t, the m* and a; gre the a prior values.\

If a correction is made at t; there will be fuxther un-
certainty -added to the knowledge of the target ervor

because of the randor. execution .errors tuat arise In

accomplishing the correction. ‘Thus,

Bo= w4 B[] Gty + B[] 7 @®

where L N

\\ . .‘“,

B; is the target error vanan{:e 1mme\dxately after the cor-

rection at L - i R \-:‘

5

E[a”] 15 the vanance of the proporuonal\\(ype o‘ exe- -

cuﬁon error (éxpressed as a decimal fractxon\\

‘,\

E&[b is the variance of the nonptopomom\l tv‘pe of
' ‘outy execution error {expreséed in m“/secz)

- The assumphon will be made that the excculion error -

causes a transverse position dicplacement without affect-

“ring the uncertainty in the direction of the velocity vector,
thereby simplifying the subsequent orbit determination

process. If a-correction is made at-t; the quantity (; is
substitated for «; in Eq. (6) and (7). If no further cor-
rections are made until the final time '¢;, then the un-
certainty at #;, resulting from a correction at ¢;, and the

orbit c'ictermix’zatign between ¢; and ¢ will ke o
T - ;

{_& :f",,‘] @

[ A

-) P v
Z 7] S

(10)

. The variance of the estimate at ¢ (as distinguished from
* the error in the estimate) predicted at ¢, is (Ref. 8)..

[] e

i = E[mp] = p =

} } " ' I (.) ¢ .‘ ! . -
 The above equations areé employed to determine the

‘gnidance policy at each time t,, which consists of select:

ing the value of d;. Thus, for a given orbit determination

—i | (7’)

3
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. tion (correction} error statigtics; the policy att isa furic-
“tion of the state of the system at ¢;, which will be defined

Ca(t) = (m¥ac), (12)

N . c - AN

IV THE PENALTY FUNCTION

Let the specified objective of the guidance policy be:
to minimize the expected value of the squared error in
the - clmest—appmaa‘t distance m where #1=0 on the -

standard trr.;ectory Thus the penalty furctmn to be -

mxmmmed at ¥ is

F fﬁ(x)] ;(x 1ot L gr'(x)] 1(14)

L2
where L : , ’ v P

, [ﬁf}, is t}m exchted value o{ thp umeﬂamty in m,
consxdermg all corrections betwe. 1 times ¢; and t,
E [7°7; is the expetted value of. the r,b‘ﬁdual error in m
due to-depleting the correction capablht'* betwaen %, and
. ‘ N

- The motivation fc. choosmg thzs penalty funcnon is that
the resb*tfmt guidanc~ policy effectively maxiniizes the .
prebabilityof aclieving a closest- -approach distance less
than some gwenxluml Thxs statement is venﬁed below.

 Suppose r and v Lv \18,:)"*] are, respectwe'y, the\\‘ |

of o
mean and standard deviation of i’he norma? dmmbuﬁon " corvection (d; = 1) is made at #;, ind consider the eval--

‘uahnn of the. expected value of p Since m* has been

of r1, (Fig. 2). Thus,

' "mb( ~Lgmy < 7 E@dz 8)
.
where 1 is a gn;en hmxt and » 5 \
f(z) = '(“"%;;" e"P ( zg) H (18)

if r‘is“a:s'sumed small, Eq. (15) ;pay‘be writtenrf

~+This “equivalence” of '.as and standird deviation was podnted
out in an unpublished ‘aper by T. W, Hamﬂton of the Jet Pro- -
puhiqn Laboratmy : .

L\‘\ ver

% Prob, (';;—1;1 <my < z) ~

;-JS‘f.!.IEQHNlCALHEPORT HO. 32-513

where mu* is as,defired abuve, ¢ = (a)* and c is the

jcorrecfwn capablity, expressed in meters/sec. The value
¢isus.lin the. cunstramt egguatxon

. ;Zf”“ .l (18)
\\., = 3
S

- N

\»‘
\
R

L

2
(*(m*
dx

()
S / o =[O0

\

T ""} f()
‘ o St LT
" . % 4 ‘77‘ . )
1,‘:‘\ ‘ (¥.5] ‘ ) \\.
. - . ~‘\\.f'
white . .« v
-~ N '\ ) . . o
p-v2+r2»=-—ﬁ;+r" (}8)

W
N

‘ A )
For any given value of 2 e\(press:on (17) is c,learly maxi-

mized by minimizing p. Smce only the expected value

~ of p can be camputed at £;, th\e penalty functmn g;ven bv
Eq. (14)is a reasonab}e one. o

-

Anhc:patmg the analysis to £olxow mppose & tOtal

\~

.

5 e v " - = - o—_——

I

Fig. 2. The biased probélithy . aich
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Hed. at it fof ows t“a% the m iic@e&“ value of m* is - where the'"‘residual funciio,n”is (Fig. 4)

oo for all future, times? and no further crrections.are . - S
mct% mml ¢. ‘The correction: capahdny rcmammg to’ T ),1, 2 / f(z) (z ,\)2 dz - (23
ppi:edab zeﬁnaltxmat I RN % . ro
: ‘vh ‘ G -\. ' and o; is deﬁned by Eq. . It will be shown in part VI
. that it is indeed coire~! (o assume that a total correction
(1 9 - ahﬂlﬂd be made whenever a cortgction is called for, and .
i that E. [p(x)], can therefore be evaluated from Eq 22.

y‘ a,stlmate m < ¢ s—, {*an 2 be mzlled at f,, resultxng m s

m}), as shown in Fxg By Thu;, the efpecned value of ), ‘o
lluated at t‘, s ’ .
P,
$ \ *
(20)
ere : ors ]
S T/ wE e
- e ,(g,;.")'f.": R S @y
\\ ’,‘\ “
224
£
. £ )dz
3 —
8 o5
. . ' i : ,
oSt - _ o
Q
0 .

t.g. 4. The residual function
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. v. THE DYNAMiC PROGRAMWNG FORMULATION -

. \ﬁ ‘
The guidante policy, wlnch minimizes the penalty

funci, n discussed in the previous part, can be formulated

by invuking the principle of eptmalxty of dynamic pro-
grammmgwgk

ile property thas wna»evgr the initial state and ir.itial
decision is, the remammg decisions must constitute an

optimal policy with regard to the state remlimg from tm, R

o st decwzon

This Drmc:ple is applsed here by imagining a set of
tables at each time  which presenrs the minimum
expected value of the penalty function p and the. asso-
ciated decision variable d as a function of the state-
variables of the system, which are the predicted target
- error m*, the standard deviation of thé error in this esti-
mate o and the correcticn capability c. These tables
would be constructed by working backwards from the
final time, at each t; considering all conceivable com-
binations of state-varigbles. At each ¢, the decision and

penalty are arrived at by finding the decision that will o
transfer the state to the suhsequent decision time ¢ in
such a way as #~ ;1*~in minimum penalty, which is:
evaluated by nterpo‘ahrg the state:variables in the pre:.,
viously computed- table at #. The mathematical f mrmu-

lation is as follows: Let *" . | .

d; = the decisior at i, ie, the frac’’un of 4the &shm
mated miss to be corrected (0 < d < 1) Y
= the state of the system at tune t;, i e |

x; = [m o, c], . o “ |

E [1:,,,,] = the expeeted value .of the state Tin whlch
follows from making the dpcxswn d; at the time ﬂ
starting in state x;, :

r,’
i

E [p(x)] = the expected value of the penaéty functmn -

. starting in state x at ¢, and employing an optimal
policy to the final time t; ‘

}/.
V

ef. 7), which s‘atqg An optimal palicy he, .

1( -

JPL TECHNICAL REPORT NO..32.513
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If ‘the trajectory is divided into a requeuc:: of decision
times

(tu, ty, oot s "',~¢;}.

where the opt*m of mi lrmg a correction -iz available,
then'-’ 2 g

- mxmmum S
E [p(x)] 0< d <1 E [plﬂ [Xm])]m (249)
where E [xm] is computed from
. E lmu-.l ] -, t\%\r—. d’] mi* (25)
. ( 7 w) if d; >0
Eola] = tin = . (26)
- (...._xa. ) ia, - o
E (6in) = i = 05— ot @
where a;, 8;, and 7; are deﬁned in part i I. At the ﬁnal
tlme .zf, P \){!r 1 ) “'}’,
B [n(x)] mmlmm [u + (m3e], \ N ¥
¥ f < i i ! \\

[ (1 - dyp lmw]} (25)

» Thc process of generating the tabylar function E [p(’c)]; .

could present a difficult computational probiem, but it
will be shown below' that d; can be detdxmmed _qQuite
simply by, considering’ only the mstanh.-jeous state of
the system : . i

2]t is assumed that there is sufficient cor:ectiun J;apabihty at & fo
perform a total correction, ie, di =1k a legxtf,hate  une. Whers
this is not true w discussed in part VII [ "

AN - ’
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‘ In this" part it \mﬂ be shown that the optimal pohcy
.can be determined at any time ¢; by a relatively sxmple '
computztion df it is assumed. that the efféct -of the pro- -

p{,*honal type of execution errors is sufficiently small.
The resalt will be p- seated in the form of three theo-
rems, leading to thé -construciion of the optima: juid-
ance pulicy discussed ia the summary. :

Degnition 1, A tctal cofvec.on policy assumes that

at each decision time #; either no correction {d; = 0)ora  ~

total correction {d; = 1) is to be accomplished.

>

decigion-tixne ¢;) that at most two corrections can be
‘nzde: one at the final decision time f; and another at
sorae ume t; <t '

L3

" Theorem I. The’ optlmal two- cGrrection pohc} is a_-
tot 1 corzection policy if the effect of the proportxonalj‘g

iype of execution error is sufficiently small.

Proof If the op\:xma‘ two-correction pohcy reqmres
a correction at #; it tollows 5"om Definition 2 _that. the’

resoltant penaity function is mmnlar to Eq 92. Thus,
a E {x , 3 w, x x , 8 A

where k‘"’{

n=( )= [ f(z)(uA)dz - (30

Now, if the propcrtxonal execuhon error is sufficiently
small tfaliows that = '

()0

. since

3

o (E5) == (-5} -

and sign h = (=),

(29

7 T e

(32)

. Vi. DETERMINATION OF THE %OfmsMAL"' POLICY

T hus, if a correction is‘made at ¢; the
optimal value of d, is the maximum, ie., d; = 1.
. } e K

‘Theorem 2. The optimal my r;p?&correctionupolicy

.. is the optimal two-correction polxr‘v if ‘the effect of the

propemonal t} pe of cxecution error is suﬁlczently small.

Pmof.” Sappose that for some x (t;) the optimal
multiple-correction policy determined at # dictates a
coryection at {;.k, ti.x.;, and #. From theorem 2 it follows

. that there my:st be a total correction'at time #;,.5 and, by
- X , 1 . similar reasoning, the same conclusion applies to time
Definition 2. A two-cotrection policy assumes (at each

t,.i. But the expected value of the estimate at #; 4, would
then be zere which implies no correction at that time.
This contradmtaon immediately extends to the n-correction

. case, which establishes the theorem.

D_;eﬁm't;'on 3. The switching function is
a0 = E [p®)] < E [pial)]s
(33)

where E [r x)]i s the expected value of p(x) evaluated”
dt ¢, given that there is a total ‘correction at #;, and
E {p“ (x)], Jds the jexpected value of p(x) evaluated at
t,, given that there is a total correction at #;,; but none
at #;. The state x in extrapolated from #; to t,,, ‘as_de-
seribed in part V.

Theorem 3. Supvose t”hat at least one correction is

., to be made betweer. ;; and ¢;. Then the optimal multiple-

correction policy consists of seiting d =1 for &; €0,
andsettmgd '“Of()rs<‘>0 y o L

Proo;f From theo&;ems 1 and 2 xt fo!lows that a total

. torrection is to be performed at #; or ¢, or at some later

time. A necessary condition to atfain 4 stationary value’

{(maximum or minintum) of the eapected ‘penalty by ap-
‘plying a correction 3t #; is that s; = 0. Since a minimum

is sought, the ‘theorem follows if there exists only one -

‘minimum; point, which will be agsumed. This completes

theorem 3 and estaahshes the optimal gmdance policy
discus"ed m the summarv
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It is assutned above that at each decision time #; there
is sufficient propulsion capability to perform « total cor-

| rection, and that an unlimited nuinber of cerrections can

be made during the remainder of the mission. Neither '
"of these assumnptions is realistic; howevsr, for it s

', possible to deplete the propellant reserves, and engineer-
ing constraints may limit the total number of corrections. ‘

" Definition 4. 'lhe depletxon mode of op@ranon occurs

. ah. when - -

i ®
n <2and/orc<ln—i-

Ti

,where n is the total number of corrections that can be

performed at the decmon times (¢;, tia 4},

‘\\.

Without further justification, the foﬁo“mg mtuxtwe'ly ‘

obvxous policy will be adopted:

VI THE DEPLETION MODE OF OPERATION

o’

The Depletion Policy. The .opti‘maIA policy for the
depletion mode of opefat:'ox}\ is to correct as much of the
error as possxble at t; when's; <0, where :

' = [ﬁ, +{n)y] - [ﬁm + (r,u)“{

v

and
, ‘__ §f0 ‘Ifb T; :_-_>_ m¥ Lo
e (jﬁi**cnifc{,-<m* )

¢ = correction capability at t,
m* = estimate of target error at t;

B; = uncertainty:resulting from orbxt
determination and execution errors,
assumiing a correction only at £;

)

The quantities 7., and Bi.. ave similarly defined. Notice

that n effectively becomes a new’ state-variable.

N\

Vill. EXTENSION TO MU,U"’IPI.E DIMENSIONS

The analysis has, thus far, considered only the simple ,

case where one mjss-component need be dealt with, but,

in general, it is niegessary to estimate all random variables

that affect the observed ed data in order to cbtain a mini-
mum variance estimate of the orbit parameters (Ref. 9).

‘Thus, ail position *and selocity components must be
estimated, as well as unknown biases in the measuring- .
devices and errors in the physical constants which de- -
scribe the rnathematical model, It'is also necessaty to

consider more than one mxss-cor!pponent in order to com-

pute th~ probability of 1mpachhp' the targct area, This
general case van be treated - in the manner preseuted‘ :

above, however, by’ interpreting the variances associated

. with”the idealized probleni“as being traces of certain
-combiuations of covaridnce matrices. In tlns way a cor-
respondmg one-dimensional problem i constructed. The
;usnﬁcamm for th:. appmach w:ll not be r&gumus}y e

'

replaced*wi?h

'
N

tabhshed 1but it will be shown that the penalty functmn
determmcd in this way actrolly, bounds the true resuit

I F is the cc,vanance matrix descnbmg the e:ror in
;the total estimate vector at t;, and if there are no correc..
tions in the interval (t;, ti.4), the covariance of the error
in the total estimate vector at tix is (Bef 8)

Coras[ree Bl

where ] ; is the generahzed inverse (nb\%x! matnx) of the

o)

_covariance matrix desanbmg the error in estimate due’to
"observations gathered. in the interval (t;, 2;..). If a cor- .

‘rection is accomplished at ti the wvarianee matnx I’; is -

A= m + E Vav; w}
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there E [Sv gvT] is the covariance added by the ran-
>m vp?locxty execution errors. Let m be the n-dimensional
wrget #rror vector that is 46 be nu}led and define. the
%llowmg relationships

,\‘
t

mY = fm¥| (38)

v = |[om ) n* | (37)
trace S -

P ﬂ:\pipone_.ts'[n}, B8

" tracp .

3 ! m componerits { ] ‘{ (39)

“trace i 5 P
-— T |
mcoxrporentq L s d ] ! (4(,'\)
I T Bi — ‘ (4})

|

he quantlty E ( r-]. can be determined for the “enera}v

ase by evaluating a multiple integral. If the variances of
te individual coinponents of the estimate of the target
or at i, are a]! quial it follows that '

[r"}; (-) (%) f (z-w\,)‘*

here n =1, 2 or 3 is the dlméansmn of m, and k=
~3 2% With these relationships established, the anal-

sis proceeds As in the one-dimensional case.

N . o :
Y ; i S . sy
‘A

‘i"i’ue gu;:dance pohcy deve!uped above was apnliecrw i T

menwl example:in order to demoustrate its ‘effectw@

258, Thés mathematical model describing the systeni was

given in part IH, with the parameters deﬁnmg the

'ohiem ¢hosen so ‘as to re:aswnab}} represent a typical .

9 rs-approacb guidsnce sztuatmn (Tab]e 1). For example

) ép (:é—-) dz -

A c:orrespondiﬁé ’pné-dimensional problem has been
constiucted by the above process, but its physical inter-
pretatfon s not -obvious. It ceu be shown, however that

" ifa serall. residual targe: error estimate r exists at 1;, and

if the, probab:hty of attaining a one-dimensional tacget

‘error \mthm some specified limits is computed by assum-
ing ,B, is the actual variance of the associated one-

dxmensmnal-prubabxl'ty demxty—funvtmn then the value
so obtained is always less than or eduai to the nrobquhtv
of impacting the corresponding mu}h»dlmensmnal region
(Fig. 5). If \ following the dxscmsmn in /part 1V, the
ophmuzahoi problem discussed in thls repcrt is inter-
prucu as uu]ug the mazimization of ti?é‘ probability of
impacting some given target region, it follows that the

“penalty function associated with the idealized problem

will bound the value obtained for the general case, which
it pretends to represent. The conclusion is that the re-
sultant guidance policy will perform at least as well when
applied to the general case as it does in the simplified
problem. '

ONE SiGMA
ERROR
ELLIPSE
/ / m .
/L°\~—TAR(;§T AREA. |
—~/ .

B,:F[mf +m§}

-Fig. 5. The two-dimenzional target error

Lo IX. APPLICATION 'ﬁos THE qUubf\Anc?-mucY

>

the ﬁnal t:me */ of approxlmately 15 hr before unpact
mxght correspond to the splitting off of an entry capsule

'trom the spacec,raft‘ To.avoid a Monte—Carlo simulation,

“'k—sngma CASE Was cqnstmcted by assuming that the

estimated target error a} each time #; was k times ‘the
: standard deviation af the;estmmte (ever the ensemble of

. ' 3 Ry N . \
M " . W ‘ N . 4 o N
RO | .- o ‘ N

) NN . . -
M

UV R O AR bRl L Rkl

b
o

.

\

)
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all expenments) The sthchmg function was computed/
by using this simulated value. Thus, xmt;a]iv the estimate
s tracking data was gathered
s .be cor-

would be zero (at £, = 0);
it would build asymptotically toward k (a,)*

Table 1.

Parameter values defining the idealized

.JPL TECHNICAL REPORT NO. 32-513

¢

Table 2. Nomenclature for ici\i’égiized guidance prbb!em“ "

approach guidance problem
Symbol Descrintion Yolve
T Time frora start to impact. 10° sec
Y 1Spacecraft speed 5 km/sec -
(to)*e Stondard deviotion of u priori orkit
determinarion error, . 10%km
Ar | interval between dacision times and
tracking {star) abservations. “ 5{10% sec
Gy "} Standard deviation of noise on the
tracking (star) observations. 10 rad
Ty Time from impuci at the final Eorrecﬁon
opportunii‘,'. 55 X 10% see
Ca Stendard deviation of the proporhonc.
execulion eyrors. 0.01
op . 1Standerd deviaticn of the noAPropor-
. lional {%ecuﬁen errors. 0.1 m/sec

J
b

rected to zerp at the first correction time, and the process
then re-initiated with B rep}dcmg, oy It was assumed
that the correction capability initially was 20 m/seé; this
number being chosen to adequately ‘handle the “3-sigma
case.” The computer program developed to do. this anal-
ysis is. described in Tables 2 and-3. For these computa-

tions g(A) was appromnated by

g() = exp — i%qm + g:A%)

(42)

Table 3.  The guluance policy logic

i "
¢ correction wpabili?y-(mls.ec).\.\l
E [a*] variance of propartional type of \\ecuhon error '
. {dimensionless) \\
€ tb’"} variance of nanproportional type of e\icu! on errov
v {m/sac) ‘\
k- the sigma level of the simulated estimate \
me ‘ minimum-varianie- oshma!e of !arget error p-'e{ucrod
at t; {(kms) "
91, q2 constdnts in the exponential approximation u; o (J.\ :
tr " | final decision time {sec} - ‘ o \\
t time at i** decision point lsec) \
v (comtani) speed of the spfxcecmﬂ toward the Imget \
(m;’secb . FA , : \
vi velacity impulse correclion perpendicilar to direction
of motion applied at 1,{m/sec)
@ variahce of error in the estimate m “‘, assuming r;o
S corraction at t, (km)®
B vorlonce of error in the estimate m{, given a correction at #
{lemy® )
v veriance of error in the estimale m3,;, considering only orbit
determination data in the intervat {h, f;u} {km)® -
At time hetween decision points (secj”
EY, same 03 7, wih' t; replacing #; -
P variance of error in the estimate m [, considgﬁng only ‘orbit
. determination dota in the interval {io, 54} tkm)®
pi ‘] veriance of error in the eshmnfs my, consideting on'/ orbit
il determination dota in the inferval {h, t;) (km) /
o, . standard deviation ot uncorrelated noise on eur% angulclr
' observation of the {dimensionless) sior ong@ (Flg. 1
Ty | fime-to-gio to closest epproack, evaiuqied/cﬂ 4 {sect)
¥, ‘vuriva-nce of i .2 estimate r*j', ussumingAu correction only at #; !
’. and considerigg afi orbit etermination data {km)
Wy . | variance of the error in the estimate m 3, assuming o correction
.only at t; and considering all orbij dstermination data (km)*
% Sea Table 3 for equation: desuribing the qum)ﬁﬂos defingd hera. T

4 . L

N

! Inputs 7o, V, AL, Go, 04 ki €, E [0°], E [5'), np 7r qu G

Enter o time 1;, where #, < t, < ty, ld TE iAt
Procoed os follows:

'
w

B. Compitation of simulated estimate,

A Orbir dﬂerminamn eompumions

qg"szk(q,‘_ -—aﬂ,)m . P .
‘ R ' T

‘I .o ’ . " P

Vs = ‘09 v 7‘—1’ )
C e = (i () (e b fn-ar‘ .
v -k, ) i»t

N

P mind b — 9™

W=y
. = .

[ 7;:! for propsliant depletion

"
v

Ao-\‘cn'"m‘ o .

WA o 050 to propo!!anl dophﬂoa md; oi Mwn w Vlﬂ.

vk‘

..‘ﬂdu ocmsm L
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\\ : L ‘ ‘ Table 3. Coent'd
R\ ' .y
\,,\ D. Penaity for“‘correcﬁon‘ at ' G. Predicted penaity for correctitr at fi.
Bor= ao‘ﬁk {miY € [d'] + TiE {p] ’ . S E e Y mf

’ ., = (a; Y()(ﬁu + ‘Ycr1

wi = (BopiBs F Rt T
. . = W TY
T B — Nt LI [
SN . Oin = fny Miwa) {mes — )
= e~ {m ) n) Y 1872 N - m P E (o] is
: . o Bino= aca +im] P E {a'] + (red E [6°]
9: = exp™ {qi A + ‘:;g})\:) . v . > . Wiss = {Be1 Py} (B + awlrx
E tp}‘ =, 4+ ¥ g + ¥, £ fa') + T;E 15°] ‘ Wiar 2% Pres i
. = My = Te — {m{ M read ] rg) (B0
£ Penalty for no correctior until f; Gror = exp — (i Mevt + g3 M 1ox)
" e = fas S {as + P . ' . AE [pen]y T o+ ¥ag + Wi B[] + 7 E [67)

Wi = ai wie H. Test for correction at #;

— ] e - ’
A = e rr - omy) (Fo ) Efp]l, —E[pin]; > 0 Make no correction. Ga to time 1,,:.
» Restart computations,
gie = oxp — {q: A 1+ qaXi} P

. . Efpl, — £ [pn], <O Continve {make correction)
Elm], = ot Fogot Fok [o] + 7y E [b] !

i, Effect of correction ot i

F. Test for no correction at ¢;

' ¥e = (m¢ Hrg™

E {p]‘ — E {p}, > 0 Make no correction. Go to hme fia1. LeT e v ‘
1\ R Restort computalions C oE = B : v N
N : L
Elpl —Elm]l, <0ordw <0 Continve ' Ga td time t.5. Restart computations . ]
S - ‘ . 1 - ‘
yl\\ ‘ ' - a
ere g, = 3\5641 and qd = (.36336. The orbit deter- 1800 17 \T\E:SME ] l .
nation statist} S, 4ssummg no corrections, are descnbed 000 ‘ ; T |
Fig. 6. The results for the 0.1, 1, 2, and 3-sigma cases : : , “\ | /
> presented iu TaiNe 4 and Fig. 7 thru 10. 0 e ‘ : hetd ]
: \‘i\ . . i ’ i \/
. X T )
AN i g 700
Taoble 4. Sm\.\\{nary of results® = / \
. - A 8 800 > :
] .| Timo-to-go | Corresiign | Total correction | Final rms § - / \
me Cono:t:nn at correction | opplied™! applied | error & 500 — >
val | number | 10 | tm/seo) \{m/'uc) (P} km g , \
riomors — . x
RN B 55 | e \\s\z . 87.20 §%° - \
4 | X 2 200 ' 1
L - B R X4 A o 300 b : :
o2 b s | 4z 723 N ea | ‘ -~ |ERRORIN ‘
2 1 35 | osm | ‘ \ s r//
S A | 35 | 843 1422 srxs\ 100 {—p] :
I TP TS B 1T S ] \ 0 ' : Al
.2 . 150 an | 1 "Ry, ¢ 0 100 200 300 400 800 600 700 BOO "0 1000 ‘
3 s cfless | ey | owe [N o . TMETOG0(), thowands of sec -
- - — ) o
- iy ave comsrined fo he fee than 20 /s X L 6. S'andavd dwiuﬁon of estim 3te and error in
correction capabl ,‘uﬂe vs ﬁm.-lo-ngn, mwming ne coruchcnt
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An adapme guidance’ correction pehcy has been de-
elaped which' minimizes the . expected value of the
quaréd target error, subject to the constraint that the
otal propellant expenditure be less than, sorte “specified
nount. This criterion is a good one for the vase where
1€ mission terminates at ‘the final time, for then the
ightst degree of accuracy is usually desired, and there
5o particular advantage in finishing with propellant left
ver. The scheme is well adapted for use in the real-time
serational sftuation. The ‘aualysis has been carried out

aly for the idealized case, but an extension to the general
as§ has been Qutlined.

- The compuhtxona] difficulties inherent in the dynamic
rogremming form uiduou ot he problem bave been elim-
aated by developing the optimal policy in terms of ‘the
1stantaneous state of the system. In order %o accomplish
ais simplification it was assumed that the effect of the
z’oport:onal type of execution error is negltgible, which

e

. DISCUSSION

[

is the case when the correetions to be accomplished are
small. {t should be noted that the result of fcllowmg this
optimal pthy is not directly available from the | fimalysis,

~and must be obtained by a computer s;mulatior(ﬁ,‘ of the

mission, with Monte-Carlo selection of all random! inputs
which affect the trajectory of the spacecraft. Thv\ ig no
real limitation. however, iur such simulations are USuaHy
perforrred in order to check the guidance logic.

- One of the pmme aJvan{ages of the guidance- pe‘zcy
«giscussed in this report js that. it tends to reguire a mini-
mum numbér of corrections, usually two. This is impo-
tant because each correction degrades the reliability of .
.the spacecraft, disturbing it from the normal cruise mode

" and subjecting it to potential failures in the subsystem

which commends the correction. Further studies are
planned to continue the evaluation .of thls guidance
fechmque

- s



VMA i B

O

. - , _JPL TECHNICAL REFORT NO, 32-513

S

REFERENCES

. Noton; A. R. M,, E. Cutting, and F. L. Barnes, Analys:s of Rad'w Command Mid-

Course Gumance, Technical Report Mo, 32-28, Jet Pnopulsaon Luborafory, Pasa-
dena, California, Septembir 8, 1960, '

. Barnes, F. L., W. Boliman, D, W. Curkendah and T, H. l'hornian, Jr., “'The Mariner

“i.ghff v’ews 'Maionuw‘ca, Yoi 7, No. 13, pp. 6672, ecember 1982, -

. Battin, R. H., "A Stotistical Qphmnz.ng Navigation Procedure for Space Flight,"

American Rcckef Society Journal, Yol 32, No. 11, pp. 1681~1696, November
1962. '

H‘-‘

. Breakweﬂ, 1. V., "The Optimum Spocing of Corrective Thrusts in interplanetary

M~vigation,” Mafhemnhcs in Science anid F.ngmeenng, Vol 5, ‘Academic Press,
Incorporated, New York, 1962,

n

. Striebel, C.'T., end 1, V. Breakwell, “Minimum Effort Conirol in interplanetary

Guidance,” Institute of Aercspace Sciences, Incorpormed New York. Paper No.
63-80, Janvary 21, 1963.

. Lawden, D. F,, “'Optimal Programme for Correchonal Maneuvers,” Asironautice
Acta, Vol VI, Fasc, 4, 1960.

. Bellman, R. E,, and §. Dreyfus,. Applied Dyncxrmc Programmmg, Princeron Uni-

versity Press, New York, 1962

. Pleiffer, C. G,, Sequennar Estimation of Correlated Stochastic Vari&bles, Tech- .
nical Report No. 32-445, Jet Propulsion Lab- ratory, Pusqdena, California, June

1963

. Gordon, H. 1., Study of An Approach Guidance System, Space Programs Sum-

macy No. 37-19, Vol IV, let Propulsion Laboratory, Pasadetia, California, Feb-
rvary 28, 1943,





